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More material:
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What is Grid

Computing?




Virtualization




Grid problem:
coordinated resource
sharing and problem

solving in dynamic,
multi-institutional
virtual organizations.




coordinated resource
sharing and problem

solving




e e e B i e W, W, B P L T P ERE
=5 . =i -

il A S g P B 2 2 =

- T

e ._
el
— - ———— L B




b OO0 O DD







coordinated resource
sharing and problem

solving




in dynamic, multi-
institutional virtual

organizations
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in dynamic, multi-
institutional virtual

organizations




Virtualization?
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vir-tu-al:
1: being such in essence or effect though not

formally recognized or admitted <a virtual
dictator>
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Grid
Characteristics

Distributed Systems
Site Autonomy
But also: High security
Virtual resources in a pool
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Multi-site jobs

v
Authentioation JPL over S5 Gateway [ | Gateway |

Authorization

Abstract i U U DB

ﬁ {brokering)

Incarnation

@ 5 NJS <> TSI

Non-abstract protocol

proprietary,

Streit et al.: Unicore - From Project Results to Production Grids
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Candidate Set Generator
(Work -Resource mapping)

Provisioning

®Deployment

®Configuratio
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Reservation

Service
Container

Job Manager

Accounting Services

GGF OGSA-WG: Open Grid Services Architecture DraftV1.5




Key problems

Security
Resource Management
Data Management

Information Services




Grid Security




Security = Encryption
+ Authentication

+Authorization
+ etc.




Encryption




Authentication




Passport: X.509




Mathias Dalheimer

Mathias Dalheimer

Issued by: Fraunhofer-Gesellschaft Root-CA v2
Expires: Tuesday, January L, 2008 12:00:00 AM Europe/Berlin

& This certificate is valid
¥ Details

Country DE
Organization Fraunhofer
Organizational Unit ITWM
Organizational Unit People
Common Mame Mathias Dalheimer

Country DE

Organization Fraunhofer

Common Mame Fraunhofer-Gesellschaft Root-CA v2

Version
Serial Number




X.509 is not enough

e Dynamic delegation of rights to a service

e Delegation to dynamically generated
services

e Solution:
e Different signatures (Unicore)

e Proxy certificates (Globus)




Host A
Initiator

Existing
Proxy
Certificate
and private ke

Step 3

Certificate

Request

New
Proxy
Certificate

Step 5

Host B
Target
Service

Step 2

Certificate
Request

New
private
key

New Proxy
Certificate

Welch et al: X.509 Proxy Certificates for Dynamic Delegation




Security = Encryption
+ Authentication

+Authorization
+ etc.




Authorization




DN -> Privilege

mapping




Security = Encryption
+ Authentication

+Authorization
+ etc.




Grid Resource

Management




What is a grid

resource?



















Resource Management




resources

Data Data Access | Storing Data

Network 1 Data Transfer | Data Transfer

Computer 1 Loading Data Parallel Computation Providing Data

Network 2 | Communication for Computation |

Computer 2 | Parallel Computation |

Software License | Software Usage |

Storage Data Storage

Network 3 | Communication for Visualization |

VR-Cave | Visualization |

Grid Scheduling Use Cases. Proposed GGF document.







Grid Resource
Management

e Resource Discovery
e Information Gathering

e Job Execution

Schopf: Ten Actions when Grid Scheduling




Resource Discovery

e Authorization filtering
e Application requirement definition

e Minimal requirement filtering




Information Gathering

e Dynamic information gathering

e System selection




Job Execution

Advance reservation
Job submission
Preparation tasks
Monitor progress

Cleanup tasks




Different architectures




Centralized Scheduling




Hierarchical

Scheduling




Decentralized

Scheduler




Negotiation




Data Management







e 80 GB/sec.
continuously

Data is streamed
to computing
centers across
Europe

Experiments are
run on the
stored data




Data management
challenges

Manage huge amounts of data
Provide data where it is needed
Determine where it is needed

Help to find specific datasets




GridFTP

e Add-on to FTP:
Uses GSI to authenticate users
All data transfers are encrypted
Allows third-party transfers
Striped File transfer

Partial transfers




But: Not sufficient

Doesn’t abstract from the resource

No search mechanisms for specific
datasets

Doesn’t integrate different storage
technologies

No support or replicas and caches
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SRB server

MCAT server metadata

catalog
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Additional concepts

Fine-grained access control

Ticket mechanism allows temporary
access delegation

Automatic or manual replication of
datasets

Caching on fast media while archiving on
slow media
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